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Abstract 

This paper investigates how the use of AI algorithms in political decision-making affects 

satisfaction with the performance and outcomes of the process. We also analyse if 

outcome favourability, that according to the literature, is "the strongest determinant 

of individuals’ willingness to accept authoritative decisions" (Essaiasson et al. 2016) 

mediate this effect. Using data from a July 2023 web survey of 3,000 Spanish 

respondents aged 18 to 64, we analyse the results of a population-based experiment 

simulating online Participatory Budgeting (PB). First, participants were randomly 

assigned to four different scenarios of decision-making: i) direct democracy, ii) 

argument visualization, iii) transparent AI algorithm and iv) opaque AI algorithm. 

Second, they chose their preferred policy proposals. They were then presented the 

process outcomes produced using different decision-making approaches. Half of the 

participants in each scenario were shown an outcome that coincided with the 

proposals chosen by them, whereas the other half were shown non-coincident 

outcomes. Lastly, all participants were asked to assess the process using different 

measures that capture their level of satisfaction. 

Our findings confirm that outcome favourability is the primary driver of satisfaction 

with the decision-making process, overshadowing procedural effects. Satisfaction is 

highest when an opaque AI algorithm selects the optimal choice, particularly in cases 

where outcomes differ from participants' preferences. Conversely, satisfaction 

decreases in scenarios where participants' votes are considered in selecting the 

outcomes. 
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INTRODUCTION 

Existing literature has explored the relationship between political legitimacy and 

outcome favourability. Most of these studies have found robust evidence showing that 

citizens are more likely to accept a decision-making process when its outcomes align 

with their policy preferences. In other words, citizens support a decision-making 

process when they perceive that they will benefit from the outcome (Arnesen, 2017; 

Esaiasson et al 2019; Landwehr & Harms, 2000). However, other studies have found 
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evidence indicating that certain decision-making procedures generate stronger 

legitimacy than others (Esaiasson et al 2012) and that citizens might accept to a 

greater extent a decision if they consider that the process has been fair and 

democratic enough, even when the policy decision taken has been unfavourable to 

their preferences (Nakatani, 2023). This paper analyses the effects of outcome 

favourability and decision-making procedures on process acceptance.  

To do this, a survey experiment was carried out in which a Participatory Budgeting 

Allocation was simulated. Survey participants were distributed considering different 

decision-making scenarios and different outcome decisions. As a novelty this study 

includes Artificial Intelligence as a policy-maker and examines its level of acceptability 

and legitimacy compared to other decision-making models, such as majoritarian vote. 

The winner/loser hypothesis posits that the level of support or rejection for a decision-

making process hinges on whether the public believes that it maximizes the likelihood 

of achieving their desired policies or demands. According to this perspective, support 

for a particular decision process is primarily instrumental. However, if the public 

perceive the process as fair, democratic and transparent, acceptance and legitimacy of 

the process tend to increase, particularly among ‘losers’. This paper contributes to this 

literature by examining how satisfaction with the functioning of decision-making 

processes and with the policy decision are influenced by outcome favourability, 

comparing different decision-making scenarios that include majoritarian vote and AI 

and two variations of each one then (majoritarian vote, majoritarian vote with 

arguments visualization, opaque and transparent AI algorithms). 

The experiment is part of the research project "AUTODEMO: The Stealth Side of 

Participatory Democracy: Process Preferences towards Automated Decision-Making", 

funded by the Caixa Observatory (ref. SR21-00329). The general objective of the 

project was to analyse AI within the process preferences equation as a new policy-

maker and its degree of acceptability and legitimacy comparing with other decision-

making models. To respond to this objective, we conducted a web survey aimed at the 

Spanish Internet user population between 18 and 64 years of age. The questionnaire, 

with an average duration of 21 minutes, included a set of questions and indicators 

related to political attitudes in general, the concept of democracy and attitudes 

towards AI in general and its application in the field of public management and 

political decision-making. 

The experiment was embedded in a cross-sectional survey conducted between 5th and 

28th July 2023. Respondents were randomly selected among the panellists belonging to 

a probability-based panel of the Spanish population managed and maintained by the 

opinion research company IMOP. Survey respondents were randomly assigned to four 

different scenarios of decision-making: i) direct democracy, ii) argument visualization, 

iii) opaque AI algorithm and iv) transparent AI algorithm. On the first screen they were 



3 
 

presented with the proposal to participate in a participatory budgeting process carried 

out by the government of their region. Then, they were shown a list of proposals 

selected in the first phase of the process and asked to select up to 3 preferred 

proposals without exceeding the allocated budget of 23 million euros. They were then 

presented the process outcomes produced using different decision-making 

approaches. Half of the participants in each scenario were shown an outcome that 

coincided with the proposals chosen by them, whereas the other half were shown 

non-coincident outcomes. Lastly, all participants were asked to assess the process 

using different measures that capture their level of satisfaction.  

Consistent with prior research, our findings highlight that outcome favourability stands 

out as the primary driver of satisfaction with the decision-making process, both in 

terms of its performance and outcomes. Its impact is so robust that it overrides the 

effects associated with the decision-making procedures. The majority of procedural 

effects manifest in experimental groups where outcomes deviate from participants' 

choices. Within these groups, the procedure yielding the highest satisfaction involves 

the selection of the optimal choice by an opaque AI algorithm. In all alternative 

scenarios, even when employing the transparent AI algorithm that considers the votes 

of all participants to select the optimal outcome, satisfaction with both the process's 

performance and its outcomes decreases significantly. 

This paper is organized as follows. In the next section we present an exploratory 

review of the existing literature related to the topic, highlighting the key findings and 

the context where our research fits in. Next, we detail our expectations and hypothesis 

regarding the experimental outcomes. We then describe the methods employed in our 

research, including data collection techniques and the experimental design. We 

present the results of our analysis, followed by a discussion in where we interpret the 

findings in the context of the broader literature and theoretical framework.  
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